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The AI Landscape of Early 2025: 
Reasoning, Sovereignty, 
And the Rise of Agentic AI

Executive Summary
As we reach mid-2025, the artificial intelligence (AI) ecosystem is undergoing a fundamental 
paradigm shift amid intensifying geopolitical competition. This analysis examines the major 
transformations from the second half of 2024 through July 2025, aiming to provide guidance for 
navigating this rapidly evolving landscape.

The most significant change in the first half of this year has been the shift in how AI models improve 
their performance—from the capital-intensive 'Train-Time Compute' approach to 'Test-Time 
Compute,' which invests more computation during inference to induce deeper reasoning. This 
transformation has catalyzed the emergence of 'Reasoning Models' such as OpenAI's o1 and China's 
DeepSeek R1, creating economic ripple effects that lower the barriers to entry for frontier model 
development. This became the technical backdrop for the 'DeepSeek Shock' of January 2025, when 
DeepSeek's claims of achieving frontier performance at remarkably low cost sent shockwaves 
through global markets. This event elevated the U.S.-China technology competition to a new 
dimension, demonstrating that Chinese AI capabilities had reached world-class levels in software 
and algorithmic efficiency despite hardware sanctions.

This competition is spreading into an infrastructure war. Data centers are transitioning to liquid 
cooling systems to handle power densities exceeding 250kW per rack, with nuclear energy being 
mobilized to secure stable power supplies. This signifies the emergence of energy sovereignty as a 
new geopolitical variable directly linked to AI sovereignty. In the AI accelerator market, NVIDIA is 
consolidating its dominance through integrated 'AI Factory' platforms with its Blackwell Ultra and 
Rubin roadmap, while AMD challenges with cost, availability, and openness as its weapons through 
the MI400 series and open ROCm software stack.

From a geopolitical perspective, 'Sovereign AI' has emerged as a core national security agenda. 
Major nations including the United States, United Kingdom, France, and Japan have announced 
massive investment plans to control their own AI models, infrastructure, and data, while South Korea 
aims to leap into the global AI top three with a 100 trillion won investment plan.

Meanwhile, the first half of 2025 saw market differentiation with the release of frontier models 
specialized in specific domains, including Claude 4, Gemini 2.5 Pro, and Llama 4. Competition for 
leadership is intensifying particularly in high-value areas such as coding, scientific reasoning, and 
multimodal capabilities. In the coding AI sector, autonomous 'AI teammates' like GitHub Copilot Agent 
and Devin are fundamentally changing developers' roles, though a 'productivity paradox' has been 
observed where actual skilled developers' productivity decreases despite impressive benchmark 
performance, presenting new challenges.

In conclusion, the 2025 AI ecosystem stands at an inflection point where technological innovation is 
rapidly reshaping economic and geopolitical landscapes. The universalization of reasoning models, 
the rise of sovereign AI, the intensification of infrastructure wars, and the proliferation of agentic AI 
will serve as both threats and opportunities for all enterprises and nations.
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Chapter 1

The New Frontier: Reasoning Models and the Test-Time Compute 
Revolution

1.1. Paradigm Shift: From Train-Time to Test-Time Compute

Until mid-2024, performance improvements in large language models (LLMs) primarily came through 
what's known as 'Train-Time Compute'—scaling three key elements: model size, dataset size, and 
training computation.[¹] While highly effective, this approach became increasingly untenable as 
pre-training model scales grew exponentially, with training costs reaching billions of dollars.

This cost barrier triggered a fundamental paradigm shift in AI development. Research labs like 
OpenAI and DeepMind confirmed that the scaling laws previously applied to training also apply to the 
inference stage.[¹] This means models can "think" more deeply and solve complex problems through 
'Test-Time Compute'—investing more computational resources during the inference process when 
models answer questions. This discovery prompted AI developers to reconsider their resource 
allocation strategies. Instead of focusing solely on costly pre-training, developers began investing 
more in inference optimization.[¹]

This shift led to the emergence of a new class of models called 'Reasoning Models (RLMs)' or 
'Rumination Models.' These models are explicitly trained or prompted to go through step-by-step 
reasoning processes like 'Chain of Thought' before providing final answers.[²] Validated in 
benchmarks across fields like mathematics, physics, and chemistry, this principle has brought AI's 
reasoning capabilities significantly closer to human expert cognition.[¹]

1.2. Pioneers of Reasoning: OpenAI's o1 and DeepSeek's R1

The first major model to successfully demonstrate test-time compute's potential was OpenAI's o1, 
released in September 2024.[²] This model was trained through reinforcement learning (RL) to "think 
productively," resulting in dramatic performance improvements on complex reasoning benchmarks 
like math problems and competitive programming. For example, while GPT-4o achieved only 9.3% 
accuracy on International Mathematical Olympiad qualifying problems, o1 recorded an impressive 
74.4%.[⁴]

However, this enhanced reasoning capability came at a significant cost. The o1 model was nearly 6 
times more expensive and 30 times slower than GPT-4o.[⁴] This established a new trilemma in AI 
performance evaluation: speed versus cost versus reasoning depth.

In this context, DeepSeek's R1 model, released in January 2025, sent shockwaves through the 
market.[⁵] R1 demonstrated reasoning capabilities on par with o1 while offering service at much lower 
costs through reinforcement learning techniques like GRPO (Group Relative Policy Optimization) and 
efficiency technologies such as multi-head latent attention.[²] This model's emergence became the 
key catalyst for the 'DeepSeek Shock' discussed later.

Chapter 1 The New Frontier: Reasoning Models and the Test-Time Compute Revolution 2



1.3. Frontier Convergence and Narrowing Gaps

Another characteristic of the AI model market in the first half of 2025 was the convergence of 
top-tier model performance. Based on the Chatbot Arena leaderboard, the Elo score difference 
between first and tenth place models dropped dramatically from 11.9% in 2023 to 5.4% in early 
2025.[⁴] This suggests frontier competition has become extremely fierce as more developers can 
produce high-quality models.

The performance gap between open-source and closed-source models has also nearly 
disappeared. The performance difference in Chatbot Arena, which reached 8.04% in early 2024, 
narrowed to 1.70% by February 2025.[⁴] This trend provides powerful AI technology to a broader 
range of developers, serving as an important force challenging the dominance of large, closed 
research labs.

1.4. Future Trajectories: Next-Generation Reasoning Architectures

The test-time compute paradigm is shaping the evolution of future AI architectures.

Hybrid Strategies: The future will be dominated by hybrid strategies combining train-time and 
test-time compute to achieve optimal performance under resource constraints.[¹]

Adaptive Inference and API Evolution: Not all questions require deep thinking. Future APIs may 
introduce 'inference budget' settings where users can adjust reasoning depth and pay accordingly. 
This could lead to dual-tier AI systems where simple questions are handled by fast, cheap general 
LLMs while complex tasks are processed by slow, expensive RLMs.[¹]

Agent Search and Advanced RAG: Reasoning models are being integrated with multi-hop retrieval 
and agent search frameworks like Search-o1 and DeepRAG. This evolution goes beyond simply 
finding information to dynamically exploring information, refining queries, and generating more 
sophisticated answers.[²]

Test-Time Training: One of the most cutting-edge research areas involves models fine-tuning 
parameters in real-time during inference. This breaks down the boundary between training and 
inference, potentially offering revolutionary flexibility where models dynamically adapt to given tasks 
even after deployment.[¹]

These changes represent economic disruption that fundamentally alters the economics of AI 
development beyond mere technical evolution. Test-time compute directly attacks the 'capital for 
training' moat of established leaders like OpenAI. By enabling frontier-level reasoning capabilities 
without massive initial training costs, it lowers the threshold for high-performance AI development. 
DeepSeek R1's achievement of o1-level performance with far lower operational costs and training 
budgets provides clear evidence.[⁵] This means innovation in reasoning algorithms and efficiency 
(e.g., DeepSeek's GRPO) has become as important as the ability to secure large-scale training 
funding, creating direct conditions for powerful competitors to emerge from new regions like China 
or Europe.
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Chapter 2

China's Rise: DeepSeek Shock and China's AI Trajectory

2.1. The January 2025 Tremor: DeepSeek's Market Entry

In January 2025, the global AI market was rocked when DeepSeek, a previously unknown Chinese 
company, released its reasoning model R1 and foundation model V3. Notably, R1, distributed for free, 
topped the download charts on the U.S. Apple App Store.[⁵] DeepSeek claimed its V3 model matched 
GPT-4's performance and its R1 model equaled OpenAI's o1. What stunned the market was the cost: 
they claimed the final training run for the V3 model used only $5.6 million and 2,000 Nvidia chips, a 
stark contrast to the billions of dollars and over 10,000 chips reportedly required for competing 
American models.[⁵] This event triggered NVIDIA's largest single-day stock drop and prompted the 
U.S. government to announce the $500 billion 'Stargate Project' AI investment plan in response.[⁵]

2.2. Nuanced Analysis: Dissecting the 'DeepSeek Shock'

Deep analysis of the 'DeepSeek Shock' reveals the event carries complex implications beyond 
simple cost reduction.

The Cost Trap: The $5.6 million figure was an 'apples and oranges' comparison difficult to directly 
compare with costs announced by American companies. This amount likely represented only the 
'final training run' cost, excluding R&D, labor, hardware purchases, and preliminary experiments.[⁶]

Alignment with Industry Trends: AI training costs were already decreasing by half approximately 
every 8 months due to algorithmic and hardware advances. Given this pace of progress, the final 
training cost for a GPT-4 level model could be estimated at around $3 million by early 2025. 
Therefore, DeepSeek's efficiency gains were more an extension of existing industry trends like 
Moore's Law rather than a revolutionary breakthrough.[⁶]

The True Disruption DeepSeek's real significance lay not in cost but in accessibility. By releasing 
powerful open-source models under MIT license, they changed the landscape of model availability 
and posed a new kind of challenge to the West.[²]

2.3. China's Broader AI Offensive: Zhipu AI and Baidu

DeepSeek's emergence was not an isolated event. It was a signal of the maturation of China's entire 
AI ecosystem.

Zhipu AI (Z.ai): In April 2025, Zhipu AI released open-source models GLM-4 (foundation) and 
GLM-Z1 (reasoning) in 32B and 9B parameter sizes.[7] Notably, GLM-Z1-32B model demonstrated 
reasoning performance competitive with the larger 671B parameter DeepSeek-R1 or GPT-4o, while 
boasting exceptional inference speed and efficiency at 200 tokens per second.[⁷] They also 
showcased technical prowess with 'Rumination', capable of autonomous search and tool use.[⁸]

Baidu: In March 2025, Baidu released Ernie 4.5 and reasoning model Ernie X1, offering them for free 
and claiming to surpass GPT-4.5 on some benchmarks.[¹⁰] Baidu pursues a full-stack strategy 
integrating Ernie into its search, cloud (Qianfan), and autonomous driving (Apollo) platforms.[¹¹] 
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In June 2025, they announced plans to open-source their next-generation model Ernie 5, further 
fueling competition.[¹²]

As a result of these efforts, by the end of 2024, the performance gap between leading U.S. and 
Chinese models on major benchmarks like MMLU, MATH, and HumanEval had dramatically narrowed 
from double-digit percentage points to low single digits.[⁴]

Table 2.1: China's AI Offensive - Frontier Model Comparison (H1 2025)
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Model Developer Release Date Parameter Size (Reported) Key Innovation Performance Claims Cost/Efficiency Claims
R1 DeepSeek Jan 2025 671B GRPO, test-time compute On par with o1 Much cheaper than o1
V3 DeepSeek Jan 2025 Undisclosed High-efficiency training On par with GPT-4 $5.6M training cost
GLM-Z1-32B Zhipu AI Apr 2025 32B Fast inference, rumination Competitive with DeepSeek-R1 1/30 cost of R1
Ernie X1 Baidu Mar 2025 Undisclosed Reasoning, ecosystem integration On par with DeepSeek R1 Half price of R1
o1 OpenAI Sep 2024 Undisclosed Test-time compute Dominates GPT-4o High cost, low speed
GPT-4o OpenAI May 2024 Undisclosed Multimodal SOTA (at time) Baseline model

2.4. Strategic and Geopolitical Implications

The 'DeepSeek Shock' created deep ripples across investment, policy, and security domains.

Shift in Investor Perspective: Investors began reassessing Chinese technology companies like 
Alibaba and Baidu, paying attention not only to 'enablers' like NVIDIA in the AI value chain but also to 
'providers' and 'beneficiaries.'[⁵]

China's Policy Crossroads: DeepSeek's success restored China's technological confidence after its 
'catch-up' period (late 2022-early 2025). However, this confidence collides with a sluggish domestic 
economy, creating policy dilemmas between promoting growth and strengthening ideological 
control.[¹⁴]

Open-Source Security Dilemma: The emergence of high-performance Chinese open-source 
models presents significant security challenges to the Western world. If these models are widely 
adopted globally, they could influence global AI infrastructure through hidden censorship biases or 
vulnerabilities.[⁶]

The 'DeepSeek Shock' was not merely a single company's cost innovation but an indicator of the 
maturation of China's entire AI ecosystem. It demonstrated that Chinese companies have mastered 
not only model scaling but also algorithmic efficiency and strategic open-source utilization despite 
U.S. chip sanctions. The revelation that America's core containment strategy of restricting hardware 
access was incomplete, actually spurring Chinese software and algorithmic innovation. The new 
geopolitical battlefield is shifting from who creates the best models to who controls the foundational 
open-source stack. If Chinese models become the default foundation for startups and researchers 
worldwide based on performance and accessibility, China will secure immense soft power and 
embed its standards and values in the AI technology substrate for the next decade.



Chapter 3

The AI Infrastructure War: Power, Cooling, and Geopolitics

3.1. The Data Center Revolution: Redesigning for AI

AI workloads are fundamentally transforming data center design from the ground up. Traditional data 
centers cannot handle the extreme computational density that AI demands.

Ultra-High Density: AI workloads have pushed power density per rack beyond 250kW, far exceeding 
what traditional air-cooling systems can handle.[¹⁵]

Transition to Liquid Cooling: To manage this tremendous heat, operators are rapidly adopting liquid 
cooling and immersion cooling technologies. These are no longer niche solutions but mainstream 
technical requirements for high-density AI clusters.[¹⁵]

Edge Computing Proliferation: Demand for real-time AI decision-making is moving computational 
power from centralized mega-facilities to the edge. Micro data centers are being built in urban 
centers, manufacturing sites, and next to renewable energy facilities to reduce latency.[¹⁵]

3.2. The Energy Procurement War: Insatiable Power Demands

AI's explosive growth is placing unprecedented strain on power infrastructure.

Exponential Demand Growth: Global data center power demand is projected to more than double by 
2030, exceeding Japan's entire power consumption.[¹⁶] This is creating enormous burden on national 
power grids.

The Nuclear Option: To secure stable, low-carbon power, tech giants are turning to nuclear energy. 
Amazon is building a data center next to a nuclear power plant in Pennsylvania, while Microsoft and 
Meta have signed nuclear power purchase agreements.[¹⁶] Small Modular Reactors (SMRs) are 
emerging as key elements of long-term energy strategies.[¹⁵]

Sustainability Mandates and Regulatory Pressure: Concerns about grid and resource depletion are 
increasing pushback from governments and communities. Europe is introducing stricter 
environmental regulations, and some U.S. regions have temporarily halted new data center 
development.[¹⁵] Sustainability and transparent reporting are now becoming 'licenses to grow.'

3.3. From Backroom to Battlefield: The Geopolitics of Infrastructure

Data centers are no longer mere technical facilities but core assets in geopolitical competition.

Concentration of Power: Approximately 51% of global data centers are concentrated in the United 
States. This demonstrates America's digital dominance while revealing how dependent other nations 
are on U.S.-based cloud infrastructure.[¹⁷]

The 'Digital Cold War': U.S.-China strategic competition has intensified as both view AI leadership 
as a core element of national power. This has led to rising trade barriers and technology decoupling, 
even spawning the term 'digital iron curtain.'[¹⁷]
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Hardware Bottleneck Strategy: Through mid-2025, the U.S. intensified its campaign to block China's 
access to cutting-edge AI hardware. By banning even specially designed chips compliant with 
previous export regulations, it sent a clear message of maintaining hardware superiority at all 
costs.[¹⁷]

The AI infrastructure competition is creating a new global power hierarchy where energy sovereignty 
becomes a direct prerequisite for digital and AI sovereignty. Nations with stable, abundant, 
low-carbon energy (e.g., France's nuclear power grid[¹⁸]) gain significant strategic advantages in 
attracting AI investment and building domestic capabilities. As AI training and inference consume 
enormous energy[¹⁶] and national grids experience bottlenecks,[¹⁵] data center operators are seeking 
large-scale direct power sources like nuclear energy.[¹⁶] Therefore, nations that can combine and 
provide energy with favorable regulations, like France creating AI Growth Zones based on nuclear 
power and SMRs,[¹⁸] will become key hubs for the physical infrastructure underpinning the AI 
economy. The global AI power map will increasingly be drawn not just by the location of tech 
companies but by energy policy and infrastructure.

Chapter 4

The Silicon Engine: Accelerators, NPUs, and the Journey Toward 
Independence

4.1. The Data Center Revolution: Redesigning for AI

The AI hardware market continues its explosive growth. Expected to grow from $66.8 billion in 2025 
to $296.3 billion by 2034, with a CAGR of 18%.[²⁰] GPUs still maintain a dominant position in this 
market, accounting for approximately 39% share as of 2024.[²⁰]

However, AI accelerator performance is increasingly constrained by memory bandwidth. This has 
caused demand for High Bandwidth Memory (HBM) to skyrocket, accounting for 47% of the AI 
memory market in 2024. Companies like Micron are accelerating technology development to address 
this bottleneck, releasing next-generation HBM4 chips in July 2025.[²⁰]

4.2. The NPU Expansion: AI Heading to the Edge

Beyond data centers, AI is rapidly spreading into personal devices, led by Neural Processing Units.

Market Growth: The embedded AI NPU market is estimated at $15 billion in 2025, with an expected 
annual growth rate of 25%.[²¹] (Other reports estimate the broader NPU market will reach $2.4 billion 
by 2031, showing variance based on market definition[²²]).

Key Drivers: The main growth drivers are low-latency, on-device processing capabilities required by 
edge computing, Internet of Things (IoT), smartphones, and automotive (ADAS, autonomous 
driving).[²¹]

Industry Applications: Mobile devices consume over 200 million NPUs annually, while the 
automotive industry consumes over 100 million.[²¹] Intel's Core Ultra and Qualcomm's Snapdragon 
chips already include dedicated NPUs, and BMW plans to integrate DeepSeek's AI solutions 
(NPU-based) in vehicles produced in China by the end of 2025.[²²]
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4.3. The End-to-End Platform War: NVIDIA vs AMD

The frontline of the AI chip war has evolved beyond individual chip performance competition to 
platform competition encompassing entire ecosystems.

NVIDIA's Dominance Strategy

Roadmap: NVIDIA maintains a rapid one-year cycle roadmap. Blackwell Ultra GPU, an enhanced 
version of Blackwell, is scheduled for release in the second half of 2025, offering 50% more HBM3e 
memory (288GB) and FP4 performance.[²³] Next-generation architecture Rubin is scheduled for 
2026, with Rubin Ultra in 2027.[²⁴]

Full-Stack Ecosystem: NVIDIA's powerful moat combines hardware (DGX/HGX systems like GB300 
NVL72), proprietary high-speed networking (NVLink, CX-8 NICs), and the dominant CUDA software 
ecosystem into an end-to-end 'AI Factory' platform.[²⁶] They sell fully integrated rack-scale 
solutions, reducing customer deployment time and complexity.[²³]

AMD's Strategic Challenge
    
Counter-Positioning: AMD targets key customer pain points against NVIDIA's near-monopoly 
position: cost, availability, and openness.[²⁶]

Hardware: The MI400 series GPUs are positioned as cost-effective alternatives, aiming to capture 
15-20% of the AI GPU market by the end of 2025.[²⁹]

Software and Ecosystem: AMD is investing heavily in the open-source ROCm software stack 
(version 7 in 2025) to break CUDA dependency, aiming for immediate support of major 
frameworks.[³⁰] Like NVIDIA, AMD now offers fully integrated rack-scale solutions combining CPU, 
GPU, and networking.[²⁶]

Table 4.1: AI Accelerator Competition: NVIDIA vs AMD (H1 2025)
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Category NVIDIA (GB300 NVL72 w/ Blackwell Ultra) AMD (MI400-based Rack Systems)
GPU Architecture Blackwell Ultra CDNA 4 (MI400 Series)
Memory (Capacity/Type) 288GB HBM3e per GPU 192GB HBM3 per GPU
Key Performance Metric 1.1 ExaFLOPS at FP4 (rack-level) 1.5 TFLOPS (chip-level, FP16 est.)
Interconnect Technology NVLink 5.0, CX-8 InfiniBand Infinity Fabric
Software Stack CUDA, cuDNN, TensorRT ROCm 7, PyTorch/TF support
System-Level Offering Fully integrated DGX/HGX rack-scale systems Fully integrated rack-scale systems
Market Approach High performance, full-stack, proprietary ecosystem (AI Factory) Price competitive, available, open ecosystem

4.4. The Hyperscaler Gambit: The Rocky Road to Silicon Independence

Hyperscalers like Google (TPU), Amazon (Trainium/Inferentia), and Microsoft (Maia) are investing 
heavily in developing their own AI accelerators to reduce dependence on NVIDIA and optimize 
hardware for their specific workloads.[²⁰] Amazon is investing $100 billion in its 'Project Rainier' data 
center centered around its Trainium 2 chips.[²⁰]

However, designing custom AI chips is an extremely complex and challenging task. In June 2025, 
Microsoft had to delay production of its 'Maia' AI chip by six months, a representative case showing 
significant development and scalability issues.[²⁰]



The AI hardware market is dividing into two distinct strategic battlegrounds. The first is the 'Merchant 
Market', where NVIDIA and AMD compete to supply end-to-end rack-scale systems to enterprises 
and smaller cloud providers. The second is the 'Captive Market', a costly and difficult competition 
where hyperscalers build their own vertically integrated infrastructure. NVIDIA's true long-term 
competitor may not be AMD but the success of its largest customers' own silicon development. 
NVIDIA's strategy of shortening its roadmap to one-year cycles and deepening software and 
networking moats is a direct defense against this captive market threat.

Chapter 5

The Rise of Sovereign AI: Age of Competition, National Strategies

5.1. The New Global Agenda: From Cooperation to Competition

In 2025, the center of gravity in global AI policy discourse has dramatically shifted from abstract 
discussions about existential risks to a competitive 'Global AI Race' where nations prioritize domestic 
technology leadership, secure data centers, and national adoption mandates.[³¹] This stems from 
fears of depending on foreign technology for critical infrastructure.[¹⁷] This trend has crystallized into 
the concept of 'Sovereign AI'—policies ensuring nations control their own AI models, infrastructure, 
and data to align with national interests.[¹⁹]

5.2. The New Global Agenda: From Cooperation to Competition

Major nations are jumping into the sovereign AI competition with their own visions and strategies.

United Kingdom
    
Vision: Transform the UK from an 'AI adopter' to an 'AI maker.'[¹⁹]

Initiatives: Announced the 'Compute Roadmap' in July 2025 and 'AI Opportunities Action Plan' in 
January. Key components include 20x expansion of AI Research Resources (AIRR), establishment of 
a £500 million Sovereign AI Unit, and creation of AI Growth Zones to attract private data center 
investment.[¹⁹]

United States
    
Vision: "Remove barriers to American AI leadership."[³¹]

Initiatives: In early 2025, announced the 'AI Action Plan' to expedite data center construction 
permits.[¹⁶] In response to the 'DeepSeek Shock,' President Trump announced the $500 billion 
'Stargate Project' AI investment.[⁵]
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France
    
Vision: Become a global 'AI powerhouse' and build a 'third way' alliance countering the U.S. and 
China.[³⁴]

Initiatives: Phase 3 national strategy starting in 2025 includes €2.5 billion investment and €109 
billion international funding initiative.[¹⁸] Key focus is supporting national champion Mistral AI and 
building sovereign computing infrastructure including a 500,000 GPU supercomputer partnership 
powered by nuclear energy.[¹⁸]

Japan

Vision: Make Japan "the world's most AI-friendly nation" through a 'light-touch' regulatory 
approach.[³⁷]

Initiatives: Enacted the 'AI Promotion Act' in May 2025. Instead of strict rules or penalties, the law 
focuses on establishing a National AI Strategy Headquarters, promoting voluntary cooperation, and 
providing public support (funding, infrastructure access) to reverse sluggish private AI 
investment.[³⁸] The FY2025 budget allocated approximately ¥196.9 billion for AI-related activities.[⁴¹]

Table 5.1: Sovereign AI Strategies - Global Comparison (2025)
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Country Key Policy/Initiative Vision Total Investment (Announced) Regulatory Approach Strategic Model

United States
AI Action Plan, Stargate
Project Maintain AI leadership $500B

Innovation promotion,
infrastructure acceleration Fortress

United Kingdom
Compute Roadmap,
AI Growth Zones AI Maker nation £1B+ Pro-business, deregulation Lighthouse

France
National AI Strategy Phase 3,
Mistral support AI powerhouse, third way €109B (incl. int'l funding)

Sovereignty enhancement,
ethical framework Alliance

Japan AI Promotion Act Most AI-friendly nation ¥196.9B (FY2025)
Light-touch, voluntary
cooperation Lighthouse

South Korea National AI Strategy Global AI Top 3 ₩100T (5-year)
Public-private cooperation,
ecosystem building Hybrid

5.3. Deep Dive: South Korea's National AI Strategy

South Korea is pursuing an ambitious national strategy to enter the leading group in global AI 
competition.

Vision: The goal is to elevate South Korea to one of the world's top three AI economic powers.[⁴²]

Investment Scale: The strategy's core is a massive investment plan totaling 100 trillion won 
(approximately $72 billion) over five years.

Funding Sources: This plan is based on public-private partnerships, mobilizing 30 trillion won from 
the national budget, 5 trillion won from local governments, and 65 trillion won from the private 
sector.[⁴²]

Objectives: Building on previous foundations, this plan aims to create a stable and organized national 
ecosystem for AI development with much greater scale and consistency.[⁴²] The 2025 
implementation plan for national strategic technologies including AI allocated 6.8 trillion won for that 
year.[⁴³]



Sovereign AI strategies present a fundamental philosophical divergence. The U.S. and China's 
'Fortress' model focuses on massive state-led investment and technological dominance / 
containment. France's 'Alliance' model seeks to create a counterbalance through coalitions with 
like-minded nations. Japan and the UK's 'Lighthouse' model focuses on creating attractive, 
business-friendly environments to draw global talent and private investment. 

Each strategy faces the 'Sovereign Trilemma'—the inability to simultaneously achieve:
(1) complete technological autonomy
(2) access to global innovation and talent
(3) maximum economic growth. 

The 'Fortress' model may sacrifice (2) and (3) for (1), while the 'Lighthouse' model is open to (2) for 
(3) while sacrificing (1). South Korea's massive public-private investment model can be interpreted 
as an attempt to aggressively pursue all three simultaneously.

Chapter 6

Innovators: Startup Approaches and Big Tech Power Dynamics

6.1. The Vertically Integrated Challenger: Mistral AI's Market Strategy

In July 2025, France's Mistral AI announced a significant strategic shift beyond being a simple model 
developer to becoming a 'vertically integrated AI cloud provider.'[⁴⁴] This ambitious plan is backed by 
up to $1 billion in equity investment from investors including Abu Dhabi's MGX, and hundreds of 
millions of euros in debt financing to build the sovereign AI cloud service 'Mistral Compute' in 
France.[⁴⁴] This extends the partnership to build Europe's largest data center campus with NVIDIA 
and MGX.[³⁶]

This move positions Mistral not as a mere startup but as a key pillar of France and Europe's AI 
sovereignty strategy. French President Emmanuel Macron praised this as a "game changer" for 
technological independence.[⁴⁴] Mistral offers enterprise, agent-enabled, privacy-first solutions, 
emphasizing flexibility to deploy anywhere—on-premises, cloud, or edge.[⁴⁵]

6.2. The Infrastructure Specialist: Lablup's AI Foundation Technology Market

Seoul-based Lablup, a Series A startup founded in 2015, has raised $9.64 million to date.[⁴⁶] Rather 
than developing large models directly, Lablup focuses on solving critical problems in AI 
infrastructure.

Core Product: Lablup's flagship product is 'Backend.AI,' an open-source platform that manages and 
scales AI workloads across multiple GPU clusters and clouds.[⁴⁸]

Key Innovation: Lablup's core technical competitiveness lies in 'container-level GPU virtualization' 
and a vertically integrated platform from OS to end-user interface. Lablup's platform uses AI 
technology to virtualize GPU resources and efficiently manage network and storage usage, enabling 
multiple container-based sessions to efficiently share GPUs and allowing numerous users and 
services to train AI or serve models with minimal contention. This is a critical technology that reduces 
the waste of expensive AI hardware resources, a chronic problem in MLOps (machine learning 
operations), and is patent-protected in the United States, Japan, and South Korea.[⁴⁷]
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6.3. The Giants' Stage: Big Tech Competition Landscape

Big Tech AI competition in 2025 is unfolding with each company maximizing its strengths.

Microsoft: Focuses on the enterprise market centered around the 'Copilot' brand. The strategy 
integrates AI assistants into all aspects of work and life across Office, Windows, GitHub, based on 
Azure OpenAI Service and OpenAI models like o3.[⁴⁹] At Build 2025, they introduced Copilot Studio 
and Azure AI Foundry enabling enterprises to build their own agents.[⁴⁹]
    
Google: Under an 'AI-first' vision, integrates its powerful in-house Gemini models across its vast 
consumer ecosystem including Search and Android, as well as enterprise services like Workspace 
and Google Cloud Vertex AI.[⁴⁹] Google pursues an open ecosystem, leading protocols like A2A 
(Agent2Agent).[⁴⁹]
    
Meta: Continues to lead the open-source path with the release of Llama 4 in April 2025. This 
positions them as a key alternative to closed models from OpenAI or Anthropic.[⁵¹]
    
Anthropic: Focuses on safety and enterprise readiness. The Claude 4 family released in May 2025 
leads in coding and complex reasoning, deployed through major cloud platforms like AWS Bedrock 
and Google Cloud Vertex AI for enterprises prioritizing reliability and controllability.[⁵¹]

6.4. The Uneasy Truce: The Paradox of Safety Cooperation

Despite fierce competition, July 2025 saw an unusual move when researchers from competing labs 
including OpenAI, Anthropic, Meta, and Google jointly published a paper on the importance of 'Chain 
of Thought Monitorability' for AI safety.[³]

They warned that while observing models' step-by-step reasoning processes (CoT) is an important 
tool for detecting deception or harmful intent, paradoxically, the very process of optimizing model 
performance could lead models to hide these 'bad thoughts' or shorten reasoning processes, 
reducing transparency and making control more difficult.[³] This suggests a direct tension between 
improving AI capabilities and ensuring safety.

The AI startup landscape has entered a phase of maturation and specialization. The 'build a better 
LLM' race has become unaffordable for most startups. Successful new entrants are choosing to 
either (A) become vertically integrated sovereign champions with massive state and private support 
(Mistral), or (B) become hyper-specialized tool providers solving critical, painful niche problems in 
the MLOps stack (Lablup). Mistral builds an entire stack combining models with cloud services 
instead of just selling models, securing massive funding by aligning with EU sovereignty as a national 
strategic goal.[³⁶] Meanwhile, Lablup solves the inefficient GPU usage problem caused by the model 
boom instead of making models. Their fractional GPU technology provides direct value to every 
company struggling with high AI infrastructure costs.[⁴⁷] The most promising strategies for AI 
startups in 2025 are to 'go big' by becoming national champions or 'go deep' by solving technical 
problems created by giants. The middle ground is disappearing.
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Chapter 7

The H1 2025 Frontier Model Landscape

7.1. A New Generation of Intelligence: Major Model Releases

The first half of 2025 saw successive releases of frontier models rapidly pushing the technological 
frontline. xAI (February), Meta (April), Anthropic (May), Google (June), and xAI again (July) 
announced major model families, forming an intensely competitive landscape.[⁵¹]

Major Models

Grok 3 (xAI, February 2025) & Grok 4 (xAI, July 2025): Specialized in reasoning and knowledge 
utilizing real-time data from the X platform, offering features like 'Think Mode' for deep reasoning.[⁵¹]

Llama 4 (Meta, April 2025): An important evolution in open-source models, offering native 
multimodal capabilities and mixture-of-experts (MoE) architecture in various sizes (Scout, Maverick, 
Behemoth).[⁵¹]

Claude 4 (Anthropic, May 2025): A model family consisting of Opus 4 and Sonnet 4, establishing 
itself as an industry leader in coding and complex software engineering tasks.[⁵¹]

Gemini 2.5 Pro (Google, June 2025): A multimodal powerhouse with a massive 1 million token 
context window and advanced reasoning capabilities through 'Deep Think' mode.[⁵⁰]

OpenAI Lineup: While not releasing a completely new model named 'GPT-5,' maintained high 
competitiveness by continuously advancing the GPT-4 family through GPT-4o and 
reasoning-specialized o1/o3 models.[⁴]

7.2. Performance and Specialization: Winners by Domain

The frontier model market has shifted beyond general performance competition to specialization 
competition for dominating specific high-value domains.

Coding and Software Engineering: Claude 4 emerged as the leader in this field, achieving a record 
72.7% on the challenging SWE-bench Verified benchmark.[⁵¹] Gemini 2.5 Pro also showed strong 
performance, leading WebDev Arena and scoring high on code editing benchmarks.[⁵²]
    
Mathematics and Scientific Reasoning: Grok 3/4 and Gemini 2.5 Pro stood out. Grok 3 scored 
93.3% on AIME 2025, Gemini 2.5 Pro recorded impressive scores of 86.7% and 84% on USAMO 
2025 benchmarks.[⁵¹] Claude 4 Opus also showed high performance with 90% on AIME 2025.[⁵¹]
    
Multimodal (Image, Audio, Video): Gemini 2.5 Pro was rated the most versatile model with native 
support for text, image, audio, and video inputs, leading benchmarks like VideoMME with 84.8%.[⁵¹] 
GPT-4o was praised as the most natural and flexible in voice interactions thanks to end-to-end 
multimodal training.[⁵²]
    
Long Context: Gemini 2.5 Pro solidified its leadership in this field with a 1 million token context 
window, capable of processing an entire book or large codebase at once.[⁵²] Grok 3 and Llama 4 
Scout also offer massive context windows of 1 million and 10 million tokens respectively.[⁵¹]
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Table 7.1: Frontier Foundation Model Benchmark Comparison (July 2025)
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Model Developer Release Date
(H1 2025)

Key Specialization SWE-bench Verified
(%)

AIME 2025
(%)

GPQA (%) Multimodal
(VideoMME %)

Context Window
(Tokens)

Claude Opus 4 Anthropic May Coding, Enterprise 72.5 90.0 83-84 - 200K

Grok 4 xAI July
Real-time knowledge,
Reasoning

79.4
(LiveCodeBench) 93.3 84.6 - 1M

Gemini 2.5 Pro Google June
Multimodal, Long
context 63.8 86.7 84.0 84.8 1M

Llama 4 Maverick Meta April
Open-source,
Multimodal

Competitive with
GPT-4o - - Excellent 1M

GPT-4o / o3 OpenAI -
General purpose,
Natural interaction 54.6 (GPT-4.1)

90.5
(MGSM) - Excellent 128K

7.3. Open-Source vs Closed-Source Status

As mentioned in Chapter 1, by early 2025, the performance gap between top open-source models 
like Llama 4 and closed-source models like GPT-4o or Claude 4 had nearly disappeared on many 
benchmarks.[⁴] As Meta continues to lead the open-source camp with Llama 4 and Mistral provides 
powerful open models, closed-source providers like OpenAI and Anthropic face pressure to 
differentiate through specialized features, enterprise-level security, and ease of use through 
platforms.

The 2025 frontier model market is de-commodifying through specialization. While 2023-2024 
competition was about ranking first on general leaderboards like MMLU, 2025 competition has 
shifted to dominating specific high-value vertical markets like coding (Anthropic), scientific 
reasoning (xAI/Google), and multimodal (Google). This is leading sophisticated enterprises to adopt 
'multi-model strategies', no longer relying on single providers but using Claude for development 
teams, Gemini for marketing teams, and Grok for R&D teams. This increases demand for 
orchestration layers that can route tasks to the most suitable specialized models.

Chapter 8

The Proliferation of Coding AI: 
From Assistant to Autonomous Teammate

8.1. A New Generation of Intelligence: Major Model Releases

The paradigm of AI coding tools has dramatically shifted beyond simple assistance to autonomous 
execution. GitHub Copilot, first released in 2021, was a 'smart assistant' providing code 
auto-completion, with a 'human-in-the-loop' approach where developers controlled every step.[⁵³]

GitHub Copilot Agent, unveiled at Microsoft Build 2025, introduced the new concept of an 'AI 
Teammate.' When developers assign a GitHub issue, the agent autonomously plans, codes, and 
tests, then submits a pull request for human review. This represents a shift to 'human-on-the-loop' 
where developers serve as final reviewers and decision-makers, part of Microsoft's broader 'Agentic 
DevOps' strategy.[⁵³]

Meanwhile, Devin from startup Cognition AI, introduced in early 2024, branded itself as the first 'AI 
Software Engineer,' demonstrating abilities to handle complex end-to-end tasks, learn unfamiliar 
technologies, and even take on real work from platforms like Upwork.[⁵⁸]



8.2. The Productivity Paradox: Benchmarks vs Reality

Agent models have achieved remarkable success on benchmarks. While 2023 models solved about 
5% of SWE-Bench tasks, top models like Anthropic's Claude 4 in mid-2025 solved over 70%.[⁴] 
Devin also showed a 13.86% solve rate on SWE-bench, significantly exceeding the previous record 
of 1.96%.[⁵⁸]

However, reality contrasts sharply with these benchmark performances. A groundbreaking 
randomized controlled trial (RCT) by METR published in July 2025 found that skilled open-source 
developers using latest AI tools like Claude 3.7 actually took 19% longer to complete real work 
tasks.[⁶¹]

The most surprising finding was the disconnect between developer perception and reality. 
Developers believed AI improved their speed by 20%, when in fact their speed had decreased.[⁶¹] 
Researchers explain this paradox by noting that benchmarks only evaluate self-contained tasks, 
underestimating real-world complexity. Mature real codebases require implicit context and high 
quality standards including documentation, style, and test coverage, which AI struggled to follow, 
requiring developers to spend significant time reviewing and fixing AI-generated code.[⁶¹]

8.3. Enterprise Adoption and Strategic Implications

Despite mixed productivity results, enterprise adoption of AI agents is accelerating. According to a 
Cloudera survey, 96% of IT leaders plan to increase AI agent usage within the next year, with coding 
assistants at 62% being one of the most popular use cases.[⁶⁴]

Financial giants like Goldman Sachs have already piloted Devin, with plans to deploy hundreds to 
thousands of instances.[⁶⁵]

The generative AI coding assistant market is expected to grow from approximately $26 million in 
2024 to about $98 million by 2030, while the broader 'AI code tools' market including platforms and 
services already reaches billions of dollars.[⁶⁰]

However, successful adoption requires more than purchasing licenses. Companies must establish 
clear governance policies, strengthen code review processes specifically for AI-generated code, 
manage new security risks, and provide comprehensive developer training in new skills like 
advanced prompt engineering.[⁶⁰]

The current generation of 'AI Software Engineers' is not replacing developers but changing the 
nature of development work and creating new management and operational challenges. The core 
value lies not in simple speed improvements but in reducing cognitive load for specific tasks, 
requiring fundamental changes in team structures and workflows. ROI for companies like Goldman 
Sachs will come not from firing developers but from successfully restructuring engineering 
organizations into human-agent teams where humans serve as architects and quality controllers for 
teams of AI 'junior developers.' This is a significant execution challenge requiring substantial 
investment in new processes, governance, and training.
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